
Self-Supervised Learning by Cross-Modal Audio-Video Clustering

Motivation
• Fully supervised pre-training, followed by fine-tuning 

paradigm
- Pros: work well with large enough data/annotations
- Cons: NOT scalable and taxonomy dependent.

• Audio-Visual correlation nature of videos 

• Is it possible for self-supervised pre-training 
outperform fully-supervised ones?
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XDC is the first to show self-supervision outperforming
large-scale full-supervision pretraining for action recognition
when pretrained on the same architecture and a larger
number of uncurated videos.

XDC Clusters Visualization

“playing bagpipes” “scuba diving”, “snorkeling” “scuba diving”, “feeding fish” “play bass guitar”, “play guitar”, 
“tap guitar”

Pretraining Data Type and Size

Curated vs. Uncurated Pretraining 
Data

State-of-the-art Comparison

XDC for Temporal Action Localization 
on THUMOS14

Single-Modality vs. Multi-Modality 
Deep Clustering

Conclusion

• Cross-modal correlation helps self-
supervised learning 

• XDC is simple, scalable, taxonomy-
and downstream task-independent

• XDC outperforms Kinetics and 
ImageNet fully-supervised pretraining


